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● Slides based on material by CompF conveners, with thanks to:

Steve Gottlieb (Indiana U), 
Ben Nachman (LBNL), Oliver Gutsche (FNAL; till Dec 2021), 

Daniel Elvira (FNAL; From Dec 2021)

● All credits go to the authors
● All mistakes are mine!



Computational Frontier: Topical Working Groups
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Substitutions:

CompF2: Kevin Pedro (FNAL)
CompF4: Meifeng Lin (BNL)
CompF7: Stephen Baileuy (LBL)

Promotions:

Daniel Elvira as convener 



Snowmass 2021: communication
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https://snowmass21.org/computational/start

https://snowmass21.org/computational/start


Computational Frontier: Liaisons
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Outcome:

● Letters of Intent: 18+116+55+25+26+34+19 (many multi-frontier)

● CompF : whitepaper abstracts by Jan 31. white paper submission to arXiv: Mar 15.

● Every topical group writes a document about their findings & points out opportunities and challenges
● The Computational Frontier writes one document consolidating all topical working groups
● Snowmass 2021 writes one document consolidating all frontiers

Computational Frontier: Scope & Outcome
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Amdahl’s law: parallelization cannot improve the serial component of an algorithm

Multicore CPU / HTC

Independent progress

“ant colony” model

GPU / DOE Exascale

Coupled progress

”marching army” model

Only effective if all elements
do SAME thing at same time
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GPU architectures are for good reason the Exascale in immediate US roadmap

In principle problems:
• Not all algorithms are suitable

In practice problems
• Preexisting investment in software
• Software shared in international collaborations
• Various GPU systems have different programming interfaces
• Spatial / FPGA ?

It cannot be cost effective or possible to migrate ALL software 
• Right hybrid mix of architectures?

Significant staff effort issues
• Staff effort, Staff retention, Staff career paths, Software support
• Important: flag these issue with CompF5,7

Cross cutting issues



CompF1: "Experimental Algorithm Parallelization"
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CompF2: Theoretical Calculations and Simulation
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Peter Boyle, Ji Qiang, Daniel Elvira (until Dec 2021), Kevin Pedro (from Jan 2022)

Six subtopics
1. Event Generators
2. Accelerator Modelling
3. Detector Modelling
4. Theoretical calculations (Perturbative)
5. Theoretical calculations (Lattice)
6. Cosmic simulations

• Background of preexisting community papers (HSF, USQCD) in areas

• Community points of contact nominated with baseline responsibility for 
white papers. Further white papers likely.

• Please refer to our questions we’d like addressed on Snowmass Wiki
• Intended to help us translate your physics into computing needs

Likely issues:
Technical:
• GPU and HPC porting of HEP software
• Perturbative software not suited to batch computing 
• International computing commitments

Resource:
• Effective compute provisioning for non-parallel software
• Cannot be cost effective or possible to port ALL software
• Software support for large and small experiments (Geant, MadGraph)

Personnel
• Computational scientist staff effort, retention, career paths



CompF3: Machine Learning
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CompF4: Storage and processing resource access (Facility and Infrastructure R&D)
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CompF5: End user analysis
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CompF6: Quantum computing
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CompF7: Reinterpretation and long-term preservation of data and code
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• CompF5 and CompF7 represent skills, human resources and preservation of investment

• Important to engage to make a powerful statement of need.

Timeline:


